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Abstract—This paper investigates the technique of wavelet threshold de-noising with Independent Component Analysis (ICA) for noisy image separation. In the first approach, noisy mixed images are separated using fast ICA algorithm and then wavelet thresholding is used to de-noise. The second approach uses wavelet threshold to de-noise and then use the fast ICA algorithm to separate the de-noised images. The simulation results show better performance of image separation followed by denoising rather than the other way round. Peak Signal to Noise Ratio (PSNR), Improved Signal to Noise Ratio (ISNR), Signal to Noise Ratio (SNR) and Root Mean Square Error (RMSE) are used to evaluate quality of separated images. Amari error and structural similarity index (SSIM) is computed for the separation quality measurement.

Index Terms—Blind source separation (BSS), fast ICA, Independent component analysis (ICA), Wavelet threshold.

I. INTRODUCTION

Digital images are invariably contaminated by noise. Noise arises due to imperfect instruments used in image processing, problems with the data acquisition process, and interference which can degrade the data of interest. Also, noise can be introduced due to compression and transmission errors [1]. The overall noise characteristics in an image depend on factors like, type of sensor, exposure time, pixel dimensions, ISO speed, and temperature [2]. As most of the natural images are assumed to have additive random noise, which is modeled as Gaussian type, denoising is the first step to be considered before the image data is analyzed.

Blind source separation (BSS) is the method of extracting underlying source signals from a set of observed signal mixtures with little or no information as to the nature of these source signals. Independent component analysis (ICA) is used for finding factors or components from multivariate statistical data and is one of the many solutions to the BSS problem [3]-[5]. ICA looks for the components that are both statistically independent and nongaussian. The various ICA algorithms extract source signals based on the principle of information maximization, mutual information minimization, maximum likelihood estimation and maximizing nongaussianity. ICA is widely used in statistical signal processing, medical image processing, economic analysis and telecommunication applications [6]-[7].

Most of the ICA methods are developed assuming noiseless data and these algorithms perform poorly in the presence of noise [14]. In this paper, noisy multiple channel blind signal separation algorithms based on wavelet thresholding are investigated. In the first approach, noisy mixed images are separated using fast ICA algorithm and then soft wavelet thresholding is used to de-noise. Second approach uses soft wavelet thresholding to de-noise and then the use of the fast ICA algorithm to separate the de-noised images.

II. PRINCIPLE OF INDEPENDENT COMPONENT ANALYSIS

Many popular ICA methods use a nonlinear contrast function to blindly separate the signals. Examples include equivariant adaptive source separation [8], fast ICA [9], and efficient Fast ICA [10]. Adaptive choices of the contrast functions have also been proposed, in which the probability distributions are obtained by considering a maximum likelihood (ML) solution corresponding to some given distributions of the sources and relaxing this assumption afterward [11]-[12]. This method is specially adapted to temporally independent non-Gaussian sources and is based on the use of nonlinear separating functions. Further Tichavsky et al. [13] have proposed two general purpose rational nonlinearities that have similar performance as tanh, but can be evaluated faster.

The basic ICA model which is shown in Fig. 1 can be stated as,

\[ x(t) = A s(t) + n(t) \]  \hspace{1cm} (1)

Fig. 1. Noisy ICA model

where \( x(t) \) is a \( N \) dimensional vector of observed signals at the discrete time instant \( t \), \( A \) is an unknown mixing matrix, \( s(t) \) is original source signal of \( M \times N \) (\( M \leq N \)) and \( n(t) \) is the observed noise vector and \( M \) is number of sources. The purpose of ICA is to estimate \( s(t) \) which is the original source signal, from \( x(t) \) which is the mixed signal, i.e. it is equivalent to estimating matrix \( A \). Assuming that there is a matrix \( W \), which is the de-mixing matrix or separation inverse matrix of \( A \), then the original source signal is obtained by

\[ s(t) = W x(t) \]  \hspace{1cm} (2)
ICA algorithm assumes [14] that the mixing matrix $A$ must be of full column rank and all the independent components $s(t)$, with the possible exception of one component, must be non-Gaussian. Further, the number of observed linear mixtures $m$ must be at least as large as the number of independent components $n (m \geq n)$.

III. DENOISING METHODS

Image noise removal is traditionally achieved by time domain and frequency domain processing techniques. The classical method in time domain processing techniques is wiener filtering [15] which is optimal in the least MSE sense while wavelet threshold denoising [16] is a frequency domain processing technique that is based on the notion of optimal time-frequency localization. The Wavelet analysis has a resolution in time and frequency domain. Using multi-scale analysis, the detail local features can be revealed under various scales. In wavelet thresholding, a signal is decomposed into low-frequency and high-frequency sub-bands. The high-frequency sub-band coefficients are thresholded (set to zero) by comparing against a threshold to eliminate noise, while preserving important information of the original signal. Usually two types of thresholding techniques are used: the soft threshold and hard threshold.

1) Hard Threshold:

The hard thresholding operator is defined as

$$y = \begin{cases} x & \text{if } |x| > T \\ 0 & \text{otherwise} \end{cases}$$

(3)

where $T$ is given threshold value and the original signal is expressed as $y = x$.

2) Soft Threshold:

The soft thresholding operator is defined as

$$y = \begin{cases} \text{sign}(x)(|x| - T) & \text{if } |x| > T \\ 0 & \text{otherwise} \end{cases}$$

(4)

As soft threshold has better mathematical characteristics, soft threshold method is used for denoising. Soft thresholding shrinks the magnitudes of the coefficients above the threshold in absolute value and this method is used as the thresholding technique in this paper. Determination of the value of the threshold is crucial as larger value may result into loss of information while smaller one may allow noise to continue.

IV. FASTICA ALGORITHM

Fast ICA is the most popular algorithm used in various applications as it is simple, fast convergent and computationally less complex. It is a fixed point iteration scheme for finding a maximum of non-gaussianity or negentropy of $W^T x$ i.e. one of the independent component ($S_i = W_i^T x$). Fast ICA learning rule finds the direction of a unit vector ‘$w$’ such that the projection of $W^T x$ maximizes non-gaussianity. Nongaussianity is measured by negentropy $J(W^T x)$ i.e.

$$J(y) = [E[G(y)] - E[G(V)])^2$$

(5)

where $\nu$ is Gaussian variable of zero mean and unit variance and $G$ is some non-quadratic function. The variable $y$ is assumed to be zero mean and unit variance. The fastICA algorithm was applied to a set of natural images.

Data pertaining to the selected natural images was first subjected to preprocessing before applying to ICA algorithm. Preprocessing is necessary to simplify and reduce the complexity of the problem.

The steps applied in the fastICA are as listed below:

1. The data $x$ is centered by subtracting its mean vector $m = E\{x\}$ so as to make $x$ a zero mean variable.

2. The observed data $x$ is transformed linearly so that a components of a new vector $x$ are uncorrelated and their variance equals unity i.e. $E\{x^2\} = 1$. This whitening is done by using eigenvalue decomposition (EVD) of the covariance matrix.

The new mixing matrix obtained using whitening is given by,

$$\hat{x} = ED^{-1/2}E^T x = ED^{-1/2}E^T Ax = \hat{A} x$$

(6)

3. An initial random mixing matrix $w$ is chosen.

4. Let,

$$w^* = E\{x g(w^T x)\} - E\{g(w^T x)\} w$$

(7)

where $g$ is the nonlinearity function.

5. The matrix $w$ is then orthogonalized.

6. Let,

$$w = \frac{w^*}{\|w^*\|}$$

(8)

7. Step 4 is repeated till convergence is obtained. Convergence means that the old and new values of $w$ point in the same direction i.e. their dot product equal to 1. To estimate several independent components, we need to run one unit FastICA algorithm using several units with weight vectors $w_1, ..., w_m$. When we have estimated $p$ independent components, or $p$ vectors $w_1, ..., w_p$, we run the one unit fixed point algorithm for $w_{p+1}$ and after every iteration step subtract from $w_{p+1}$ the projections $w_i^T w_{p+1}$, $j = 1, ..., p$ of the previously estimated $p$ vectors, and then renormalize $w_{p+1}$.

Let

$$w_{p+1} = w_{p+1} - \sum_{j=1}^{p} w_i^T w_{p+1} w_j$$

(9)

Let

$$w_{p+1} = \frac{w_{p+1}}{\|w_{p+1}\|}$$

The various performance factors are then calculated using the following equations.

(i) Root mean square error (RMSE):

$$\text{RMSE} = \sqrt{\frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} (I_{ij} - \hat{I}_{ij})^2}$$

(10)
where $N \times M$ = Image size, $I_{ij}$ = original source image, $I_{ij}'$ = separated image.

(ii) Peak signal to noise ratio (PSNR):

$$\text{PSNR} = 20 \log_{10} \left( \frac{255}{\text{RMSE}} \right) \text{ dB}$$  

(iii) Signal to noise ratio (SNR):

$$\text{SNR} = 10 \log_{10} \left( \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} f(x, y)^2}{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} (f(x, y) - \bar{f}(x, y))^2} \right) \text{ dB}$$ (12)

where $f(x, y)$ = original image and $f(x, y)'$ = separated image.

(iv) Improved signal to noise ratio (ISNR):

$$\text{ISNR} = \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} (s(m, n) - f(m, n))}{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} (x(m, n) - y(m, n))}$$ (13)

where $s(m, n)$ = source image, $x(m, n)$ = mixed image, $y(m, n)$ = separated image.

(v) Amari error is then used for evaluating separation quality of unmixing matrix $W$ and to compare various ICA algorithms [7]. Before calculating Amari error, normalization is carried out on the mixing matrix and the estimated separation matrix. This normalization is done in the range of $[0, 1]$ where 0 corresponds to perfect separation. It is given by the equation,

$$d(W, A) = \frac{1}{2m(m-1)} \left[ \sum_{j=1}^{m} \left( \frac{1}{\max_{j} |a_{ij}|} - 1 \right) + \sum_{j=1}^{m} \left( \frac{1}{\max_{j} |a_{ij}'|} - 1 \right) \right]$$ (14)

where, $a_{ij} = (W^{-1}A)_{ij}$ and $W$ and $A$ are $n \times m$ matrices.

(vi) Mean Structural similarity index (MSSIM):

The MSSIM metric is calculated on various windows of an image. The measure between two windows $x$ and $y$ of common size $N \times N$ is [22]:

$$\text{MSSIM}(X, Y) = \frac{1}{M} \sum_{j=1}^{M} \text{SSIM}(x_j, y_j)$$ (15)

where $X$ and $Y$ are the reference and the distorted images, respectively; $x_j$ and $y_j$ are the image contents at the $j$th local window; and $M$ is the number of windows of the image.

$$\text{SSIM}(x, y) = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)}$$ (16)

With $\sigma_x$ is the mean intensity of $x$, $\sigma_y$ is the mean intensity of $y$, $\sigma_x^2$ is the variance of $x$, $\sigma_y^2$ is the variance of $y$, $\sigma_{xy}$ is the covariance of $x$ and $y$, $C_1 = (k_1L)^2$, $C_2 = (k_2L)^2$ two variables to stabilize the division with weak denominator; $L$ = where is the dynamic range of the pixel values (255 for 8-bit grayscale image), $k_1 = 0.01$ and $k_2 = 0.03$ by default.

V. SIMULATION RESULTS

In this study, two images [23] Airplane and Chemical plant of size $256 \times 256$ were selected which are shown in Fig. 2. White Gaussian noise was added in these images which are shown in Fig. 3. These noisy images were mixed using $2 \times 2$ random mixing matrix. The mixed images so obtained are shown in Fig. 4. Simulations were performed using Matlab® R 7.9 on a Pentium IV 1.6 GHz PC. In first approach, noisy mixed images were separated by applying fast ICA algorithm first and then denoising the separated independent components was done using Soft wavelet thresholding. Images which are separated by this approach are shown in Fig. 5. Second approach uses wavelet thresholding to de-noise and then fast ICA algorithm is used to separate the de-noised images. The output images of this approach are shown in Fig. 6. Output images are scaled between [0, 255]. Performance parameters obtained using the wavelet thresholding approach are tabulated in table I and II. Similarly, Amari error was calculated and it was found that the Amari error was 0.27 with the first approach and 0.3 with the second approach indicating better performance with the former. Image separation quality was obtained by evaluating RMSE, PSNR, SNR, ISNR and SSIM.
It is observed from Table I - II that, the blind source separation using the first approach i.e. un-mixing image first and then denoising results in 20-25% improvement of SNR, PSNR, RMSE , SSIM and ISNR as compared to denoising first and then un-mixing thereby resulting in better source separation with minimum distortion.

**TABLE I: APPROACH 1: UN-MIXING IMAGE FIRST AND THEN DENOISING**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Image 1: Airplane</th>
<th>Image 2: Chemical Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>25.6563</td>
<td>18.0047</td>
</tr>
<tr>
<td>ISNR</td>
<td>28.8988</td>
<td>21.9371</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.9261</td>
<td>25.0947</td>
</tr>
<tr>
<td>RMSE</td>
<td>10.0947</td>
<td>14.1842</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.8553</td>
<td>0.6755</td>
</tr>
</tbody>
</table>

**TABLE II: APPROACH 2: DENOISING FIRST AND THEN UN-MIXING**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Image 1: Airplane</th>
<th>Image 2: Chemical Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>20.5400</td>
<td>5.9019</td>
</tr>
<tr>
<td>ISNR</td>
<td>23.7825</td>
<td>9.8345</td>
</tr>
<tr>
<td>PSNR</td>
<td>22.8098</td>
<td>12.9919</td>
</tr>
<tr>
<td>RMSE</td>
<td>18.4523</td>
<td>57.1409</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.7613</td>
<td>0.3619</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

In this paper two approaches of noisy mixed image separation have been studied to observe the effect of denoising before and after image separation. Denoising was done using soft wavelet thresholding considering its better performance in terms of PSNR & RMSE over hard thresholding. It was observed that the first approach of un-mixing image first and then denoising results in better source separation with minimum distortion in terms of SNR, PSNR, RMSE , SSIM and ISNR as compared to denoising first and then un-mixing.
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